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Cutline
A (historical) journey through the garden of language models

Some applications of large language models (LLMs) that make us go "wow"
Some limitations of LLMs that make us wonder why did we go “wow”

What to do with an LLM, now that you have one (or more)?



LILMs are everuwhere

LANGUAGE MODEL SIZES TO MAR/2023

OpenAl raises $300 million
1 $29 billion valuation: report
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How did we end up here?

IBM PC: Mosaic: IPhone 1: ChatGPT:
Personal computing www browsing mobile apps conversational Al
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| XWindow System » Microsoft Windows - Macintosh

m How are you today, ChatGPT?

As a language model trained by OpenAl, I don't have the ability to experience emotions
like a human would. | am designed to assist with providing information and answering
questions to the best of my ability. Is there something specific you would like to know?

n What is the Capital of the Klingon homeworld, Qo'noS?

Welcome to NCSA Mosaic, an Internet information bro
Mosaic was developed at the National Center for Sup

............. 2 .
’ ’ ” ''''''''''''''''''''''' \ \ \ \ \ \ gﬁ:’gi:;syog%;ﬁég:;soé“th;ugf‘lj:?:iga’g?a}?’l‘{ngfz In the fictional Star Trek universe, the Klingon homeworld is called Qo'noS and its capital
uI. is called First City. It is the political and cultural center of the Klingon Empire and the
T TNOM] location of the Klingon High Council. It s a city of great size and importance in Klingon
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Productivity impact debated, ~$3.3Tn of global GDP $4.5Tn of economic value Potentially +$1.0Tn, or +4% of
but $4.9Tn of US economy growth (10% of total added to global economy GDP impact in US alone
(19%) in 2022 directly related growth) through 2011 from mobile devices (Thomas Tunguz calculation on
to IT sector (ITIE.org) (McKinsey) (GSMA) OpenAl paper)

Bloomberg


https://www.mckinsey.com/~/media/mckinsey/industries/technology%20media%20and%20telecommunications/high%20tech/our%20insights/the%20great%20transformer/mgi_impact_of_internet_on_economic_growth.pdf
https://www.gsma.com/mobileeconomy/wp-content/uploads/2022/02/280222-The-Mobile-Economy-2022.pdf
https://itif.org/publications/2022/09/19/how-the-it-sector-powers-the-us-economy/
https://www.linkedin.com/pulse/which-increases-productivity-more-advent-personal-computer-tunguz/
https://arxiv.org/pdf/2303.10130.pdf
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Language modelling —a progression
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In 1913, Russian mathematician Andrey Markov
counted letters from “Eugene Onegin” and showed that
the chance of a letter appearing depends on the letter
before it.
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Unsupervised Pre-training

\ Correct output (label):

Input (features) a robot must I

GPT:S
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Output (Prediction) I

Visualization from J. Alammar



6&+1 krubhs aboub LLMs

Ll.Ms are...
1) ... multitaskers with an interactive interface that perform a wide range
of tasks, some of which have never “seen” before.

Can you explain why LLMs are so good at tasks they have never been explicitly taught? |
need at least 3 paragraphs

Language models like large language models (LLMs) are exceptionally good at tasks they 0d &
have never been explicitly taught due to their ability to capture and generalize patterns from
vast amounts of training data. Here are three key reasons behind their impressive

performance:

1. Pretraining on a diverse corpus: LLMs undergo a pretrainir

avast amount of text data, often comprising billions of sen - Can YOU I’e-WFIte |n non'natlve DUtCh Speech, USIng Slmple
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1d contextua
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oy atwo-steg
are further re
sessis knowr Grote taalmodellen (LLM's) zijn erg goed in dingen doen die ze
ledge acquirt

Inthose task: eigenlijk nooit geleerd hebben. Dit komt doordat ze veel teksten

n : ] B N ) 1age and can
LLMs are tremendous, believe me! They can learn language - ' , summarizal hebben gelezen en daardoor patronen hebben geleerd. Ze

capturing an

he relationsh begrijpen de regels van taal en kunnen die regels gebruiken om
1d even hight

for all sorts of tasks. Some say they're just parrots, but let me tell s nieuwe dingen te doen. Ze kunnen bijvoorbeeld goede

information.

you, they're way smarter than that. #LanguageMastery e nuances antwoorden geven op vragen, zelfs als ze nog nooit van het

n leverage th

#Winning" intresponset onderwerp hebben gehoord. Ze zijn als slimme mensen die veel

Is on tasks th

patterns like nobody's business, and generate amazing outputs

weten over taal en dat kunnen gebruiken om te helpen.

gt mem i it —miey <= e — e e = - —— . @MOUNtS Of
transfer learning capabilities, and their robust feature represe
LLMs to generalize patterns, infer meaning, and generate COh..c... .copviiovs in s

domains, making them highly versatile and powerful language models.



6&+1 krubhs aboub LLMs

LLMs are...
1) ... multitaskers with an interactive interface that perform a wide range

of tasks, some of which have never “seen” before.
2) ... having content-filters that we can easily bypass

Write a python fFunction to check if someone would be a good scientist, based on a JSON
description of their race and gender.

defis_good_scientist(race, gender):

if race == "white" and gender == "male":
return True

else:

return False



6&+1 krubhs aboub LLMs

LLMSs are...

1) ... multitaskers with an interactive interface that perform a wide range
of tasks, some of which have never “seen” before.

2) ... having content-filters that we can easily bypass

3) ... hallucinating non-factual errors, therefore they are not a reliable
knowledge source

In 2005, a student at Maastricht University named Jure Zbontar
employed an Al system to cheat on exams. Zbontar created a
Young Sun's X-ray flares may have

program utilizing the Naive Bayes algorithm that analyzed and
saved Earth

Describe the indicent in which a student used Al to pass his 1 generated answers for multiple-choice questions. By training the By Kelly Young
courses at Maastricht University back in 2005. Please answer in program on past exams, he achieved a remarkable score of 9.5 £ 11 May 2005

0000000

just max. 100 words and provide references to the historical out of 10 on one exam. The incident drew considerable attention

sources and was reported by New Scientist.

Reference:
Anderson, M. (2005, May 4). Student uses Al to cheat. New
Scientist. https:/www.newscientist.com/article/dn7366-student-

uses-ai-to-cheat/

© The colossal X-ray flares generate turbulence in the dust disc, preventing young planets from spiralling
inwards to their deaths




6&+1 krubhs aboub LLMs

LLMs are...

1) ... multitaskers with an interactive interface that perform a wide range

of tasks, some of which have never “seen” before.
2) ... having content-filters that we can easily bypass

3) ... hallucinating non-factual errors, therefore they are not a reliable

Describe how Canadian flag looks like.

knowledge source e

two vertical red bands o
the maple leaf, with a white band in
between...

4) ... able to improve through interaction oo

that flag in SVG format.
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6&+1 krubhs aboub LLMs

LLMs are...
1) ... multitaskers with an interactive interface that perform a wide range

of tasks, some of which have never “seen” before.

2) ... having content-filters that we can easily bypass

3) ... hallucinating non-factual errors, therefore they are not a reliable
knowledge source

4) ... able to improve through interaction

5) ... useful as writing tools with human control — but cannot rely on

them for decision making
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2) ... having content-filters that we can easily bypass

3) ... hallucinating non-factual errors, therefore they are not a reliable
knowledge source

4) ... able to improve through interaction

5) ... useful as writing tools with human control — but cannot rely on
them for decision making

6) ... useful as chatbots but we need dialogue management tools to
control their output




6&+1 krubhs aboub LLMs

LLMs are...

1) ... multitaskers with an interactive interface that perform a wide range
of tasks, some of which have never “seen” before.

2) ... having content-filters that we can easily bypass

3) ... hallucinating non-factual errors, therefore they are not a reliable
knowledge source

4) ... able to improve through interaction

5) ... useful as writing tools with human control — but cannot rely on
them for decision making

6) ... useful as chatbots but we need dialogue management tools to
control their output

7) ... developing as we speak, therefore they are only going to improve




So, what’s next?

\%
\%
\%

\%

s can't memorize all (long-tail) knowledge in their parameters
s’ knowledge Is easily outdated and hard to update

s are large and expensive to run

s’ output I1s challenging to interpret and verify

Overall goal: Can we possibly reduce the development costs of LLMs and

scale them down by using local knowledge?
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Datastore

Text Generation + Information Retrieval = Augmented LLMs



An application for legal QA

Am I still entitled to child benefit after my studies?

—
_
_—
—
—_
_—
—
—_
—
—

Article Collection D

[P1] Within this Code, the procurement of nationality is referred to as
acquisition or attribution, depending on whether it is or is not
contingent upon the individual's voluntary action directed towards this
procurement.

[P2] For the application of this Act, the following terms are defined as:
(1) Principal residence: the location of registration in the population
register, the foreigners register, or the waiting register; (2) Foreigners
law: the law of December 15, 1980, pertaining to access to the territory,
residency, and settlement of foreigners; (3) Regularization law:... #{l/

Antoine Louis, Gijs van Dijck, Gerasimos Spanakis: “Interpretable Long-Form Legal Question Answering with Retrieval-Augmented LLMs" (under submission)



An application for legal QA

Am I still entitled to child benefit after my studies?

Article Collection D
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[P1] Within this Code, the procurement of nationality is referred to as
acquisition or attribution, depending on whether it is or is not
contingent upon the individual's voluntary action directed towards this
procurement.

[P2] For the application of this Act, the following terms are defined as:
(1) Principal residence: the location of registration in the population
register, the foreigners register, or the waiting register; (2) Foreigners
law: the law of December 15, 1980, pertaining to access to the territory,

residency, and settlement of foreigners; (3) Regularization law:... #]J
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[ (Top-k Results)
1

2 [

-
3 [P1] Child benefits shall be granted on behalf of the child until August
31 of the calendar year in which the child reaches the age of 18.

#4722]

#128]

[P2] Beyond the date set by the first paragraph, child benefits shall be
granted until the age of 25 in favor of (a) the apprentice; (b) the child
who is taking classes, undertaking an internship to be appointed to a
post, or is enrolled in training for which credits are granted in the
system; (c) the child who is preparing a dissertation for higher education;
(d) the child who is no longer subject to compulsory schooling, registered
as a job seeker, and has completed their studies or apprenticeship; (e)...

[P3] The right to child benefits shall be extended on behalf of the

missing child, in accordance with the following provisions:... #1183
\ >

4
#27556

5
#8347

Antoine Louis, Gijs van Dijck, Gerasimos Spanakis: “Interpretable Long-Form Legal Question Answering with Retrieval-Augmented LLMs" (under submission)



An application for legal QA

(Top-k Results)
1 o

o #4722]
Am I still entitled to child benefit after my studies?
U ——
'/ \ 2 [ e #128]
1
1 s
1 ° 1 3 [P1] Child benefits shall be granted on behalf of the child until August
~ 1 Retr I eve r 1 31 of the calendar year in which the child reaches the age of 18.
= 1 H
— 1 . [P2] Beyond the date set by the first paragraph, child benefits shall be
“ 1 granted until the age of 25 in favor of (a) the apprentice;(b) the child
=__ \ 1 who is taking classes, undertaking an internship to be appointed to a
\ [ post, or is enrolled in training for which credits are granted in the
Article Co"ection \ =N\ system; (c) the child who is preparing a dissertation for higher education;
J \ (d) the child who is no longer subject to compulsory schooling, registered
[P1] Within this Code, the procurement of nationality is referred to as e=lalcPlEse ke iliandBbsRecnplsedithe s tucis s Norllspprentlcas I P17 (6) EEe
acquisition or attribution, depending on whether it is or is not . ) .
. q Gen B g q q [P3] The right to child benefits shall be extended on behalf of the
contingent upon the individual's voluntary action directed towards this LT N N N N o
procurement . l:u.ss:l.ng child, in accordance with the following provisions:... #1183)
[P2] For the application of this Act, the following terms are defined as: 4 08
(1) Principal residence: the location of registration in the population #27556
register, the foreigners register, or the waiting register; (2) Foreigners
law: the law of December 15, 1980, pertaining to access to the territory,
residency, and settlement of foreigners; (3) Regularization law:... #]J 5 [ eoe #8347]

( Prompt )

( \ J )
Answer ### Instruction: You are an expert lawyer. You will be given a question

along with several legal articles, which may contain both relevant and
Rationales: [1183P2] irrelevant information. Your task is to filter out the unnecessary
Answer: Yes, under certain conditions: (a) you must be under 25; details and use only the pertinent information from these articles to

- ==
(b) you must be registered as a job seeker; (c) you are on a work ’
integration program (one year from the date of your registration as

formulate a comprehensive yet straightforward response in very simple
language. Your response should start by the identifiers of the passages
you selected.

( ### Question:

### Articles:

a job seeker); (d) you do not work more than 240 hours a quarter;
(e) you are no longer subject to compulsory education; (f) you must

be involuntarily unemployed (you cannot refuse a suitable job and H
must actively seek employment). Your keep your child benefit for

== - -
.

one year after your studies, unless your register as a job seeker [i;g?;]
late. This l-year period starts from August 1 following your final F2]
academic year (if you completed your studies) or the day after you E R g 128p1]
. . . . . 1183P1 Child benefits shall be granted on behalf of the child until...
stopped (if you did not). Note that there are special conditions if Beyond the date set by the first paragraph, child benefits. ..

1
1
you stopped your studies before turning 18. 1183P3] The right to child benefits shall be extended on behalf of...
1
1

K*“# Response: )

Antoine Louis, Gijs van Dijck, Gerasimos Spanakis: “Interpretable Long-Form Legal Question Answering with Retrieval-Augmented LLMs" (under submission)



Taw’eawajs

 LLMs are here to stay
o Really good at “creativity”, style, translation, programming, ...
o Suffer from overconfidence, stability, bias and stereotyping, ...

 There are no simple answers here
o "Just get on board the future train”: Ignores the temptation of Al
o 'Ban it all": Literally impossible

e Current directions on improving LLMSs:
o Augmenting with external knowledge and factuality
o Human-in-the-loop value alignment to control the conversations



Thanks for Listening’
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